
Humans and Deep Neural Networks are prone to Inversion 
Effects
__________________________________________________________________________

• Deep Neural Networks (DNNs) have achieved human-like performance in several 
visual perception tasks, including object classification, face verification, and medical 
image diagnosis. However, they exhibit sensitivity to variations in input data such as 
contrast, blur, or orientation.

• The “Inversion Effect" - the decreased recognition performance for objects (and 
specifically faces) when presented in an inverted orientation – will be compared in  
DNN and Human responses.

• Goal: Determine whether DNNs can predict the human inversion effect, identify the 
object properties that contribute to this effect, and assess the validity of DNNs as 
models for human object recognition  [1] [2] [3] [4].
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Results for Deep Neural Networks
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Results for Humans
__________________________________________________________________________

Discussion
__________________________________________________________________________

• Neural Networks exhibit behavioral Inversion Effect but no differences in 
activations of the units in the penultimate layer

• The architecture of the model does not significantly influence the size of the 
Inversion Effect

• Humans do not exhibit significant differences in Inversion Effect across Object 
Categories

• Behavioral patterns between humans and neural networks regarding object 
classifications and Inversion Effects align

Behavioral and Representational Inversion Effects in DNNs

Behavioral inversion Effects
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• Ecoset Dataset [5]
• Dataset analysis was 

done to determine
Inversion Effects for each

category
• Using AlexNet, VGG-16 

and ResNet-50

Humans vs. Deep Neural Networks
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Confusion Matrices

Correlations between Human and DNN response patterns

Inversion Effect across Models Inversion Effect across Orientation

Inversion Effect across Orientation Inversion Effect across Object Categories

Inversion Effect in the penultimate layer

Correlations for the Classifications Correlations for the Missclassifications
Humans
• N = 45 

participants (28 
female) 

• Ranging from 
18 -38 years

(M = 24, SD = 4.21)

Experimental 
paradigm

• 10-Way-Classification-Task
was used to investigate 

Inversion Effects
• Participants and DNNs had to 

indicate the category a 
stimulus (inverted/upright) 

belongs to
• Presentation times (100 ms) 

to ensure comparable 
feedforward processing to 

Neural Networks

Human 
Subject 
Testing

DNNs
• Finetuned
AlexNet, VGG-16 
and ResNet-50 

on the
experimental 

categories

Experimental
Stimuli

• Ten categories selected for 
variance in different 

Inversion Effects
• Ten images from each 

category were selected
• Total 100 pictures

Object categories from lowest 
to highest Inversion Effect:

Inversion Effect across Object Categories


